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A B S T R A C T

The Southern Highlands region of Tanzania has witnessed an increased frequency of severe flash
floods. This study examines rainfall data of four stations (Iringa, Mbeya, Rukwa, and Ruvuma)
spanning 30 years (1991–2020) to investigate drivers of extreme rainfall and non-stationarity
behavior. The Generalized Extreme Value (GEV) model, commonly used in hydrological studies,
assumes constant distribution parameters, which may not be true due to climate variability,
potentially leading to bias in extreme quantile estimation. Recent studies have introduced a
technique for constructing non-stationary Intensity-Duration-Frequency (IDF) rainfall curves.
The method incorporates trends in the parameters of the GEV distribution, only using time as
a covariate. However, uncertainty exists about whether time is the most suitable covariate,
highlighting the need to explore all potential covariates for modeling non-stationarity. The
aim of this study is to assess the influence of other time-varying covariates on extreme daily
rainfall events, considering seasonality and climate change in the rainfall data. Specifically,
five processes (i.e., local temperature changes (LTC), urbanization, annual Global Temperature
Anomaly (GTA), the Indian Ocean Dipole (IOD), and the El Niño-Southern Oscillation (ENSO)
cycle) were studied as drivers of extreme rainfall events. Sixty two non-stationary GEV models
are developed based on these covariates and their combinations, alongside two non-stationary
GEV models using the time covariate to capture the seasonality of the unimodal rainfall in
the region, and one stationary GEV model (S0). With the use of corrected Akaike Information
Criterion (AICc), the best model for each duration (i.e., 1-, 3-, and 5-days) of rainfall series
is chosen. Results indicate that local processes (i.e., LTC and urbanization) are the optimal
covariates for 1 day-duration rainfall, while global processes (i.e, IOD, ENSO cycle, and
GTA) are identified as the most suitable covariates for 3, and 5 day-duration rainfall across
all stations. The identified best non-stationary model (with their best covariates) are then
used to develop non-stationary rainfall IDF curves for all stations. According to the analysis
of non-stationary extreme values, the return periods of extreme rainfall events concluded a
notable decrease in comparison to the stationary approach. The study also revealed strong
correlations between global climate indices (ENSO, IOD, GTA) and long-duration extreme
rainfall in Tanzania’s Southern Highlands. Local factors like Urbanization and temperature
changes also show significant associations with 1-day duration events. These findings emphasize
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the need for integrated climate forecasting to inform effective adaptation strategies. Finally,
the study addresses associated uncertainties in our predictions of forthcoming extreme rainfall
events through rigorous analysis. The study demonstrated that return levels for extreme rainfall
events exhibit a rising trend with increasing return period, indicating heightened intensity over
longer time spans, whereas, a relative uncertainty analysis illustrate escalating uncertainty with
increasing return periods, emphasizing challenges in long-term prediction.

Introduction

The most immediate impact of extreme rainfall in Tanzania and many other parts of the world is the potential of flooding
hich renders fatal consequences on economy, livelihood, and ecosystem [1–3]. According to [4–6], changes in extreme climatic
vents have been observed since 1950, with an increase in the frequency and magnitude of climate extremes, such as droughts,
loods, and heat waves, causing severe damage and loss of life and properties worldwide. Recent IPCC reports confirm an overall
ecrease in cold days and nights and an increase in warm days and nights, while heavy precipitation is expected to increase in the
1st century [4,7,8]. Many regions in Africa such as Southern Highlands region in Tanzania, play a vital economic role yet they
xperience an increasing incidence of extreme climatic events, including floods and droughts [1,9,10]. These events have severe
ocio-economic and ecological implications, especially for developing countries [11]. To mitigate future risks and plan for sustainable
evelopment, accurately predicting extreme rainfall events becomes crucial.

The Generalized Extreme Value distribution (GEV), introduced by [12], stands as one of the prevailing distributions for modeling
xtreme occurrences tied to environmental factors [13,14]. Its widespread adoption is due to its proficiency in encompassing a broad
pectrum of tail behaviors [15]. The essence of fitting this distribution involves identifying the optimal values for its three parameters
hat effectively represent the observed maxima distribution. Among various approaches for parameter determination, the Maximum
ikelihood Estimation (MLE) method, as presented by [16], garners the most prominence.

The stationarity assumption is one of the long standing tradition that extends to imply that forthcoming extreme events will
onform to the same distribution, thus preempting any disparities in their behavior over time [17,18].

However, practical conditions rarely conform to the stationarity assumption [17,19–21]. Climate variability introduces non-
tationarity in hydrological records, challenging the assumption of constant parameters in extreme value analysis. The impacts
f a changing climate can introduce trends in the time series of environmental variables, thereby inducing a degree of temporal
ependence in the distribution’s parameters. Recent investigations have revealed that extreme rainfall events are becoming more
ntense, attributed to global climate change [19,22,23]. The escalation in global temperatures over the past century, largely due
o human activities, results in heightened atmospheric moisture content, potentially increasing the likelihood of maximum rainfall
vents [24]. According to [25,26], more than half of the global population resided in urban areas by mid-2009, and projections
uggest that by 2030, towns and cities will accommodate nearly 5 billion people, constituting approximately 80% of the world’s
opulation [19]. Over the past decade, research has highlighted potential rainfall changes linked to urbanization [27–29]. Recent
tudies such as [19,30,31] have specifically explored the impact of urbanization on extreme rainfall events. [31] illustrated the
nfluence of the Indian Ocean Dipole (IOD) on extreme rainfall events in India, with an observed increase in the frequency of extreme
OD events due to greenhouse warming [32]. In the context of India, [21] demonstrated non-stationarity in heavy precipitation
atterns attributed to various factors, including the global warming, local temperature changes (LTC), and El Niño-Southern
scillation (ENSO) cycle.

On the other hand, [19] identified urbanization and local temperature changes as prime covariates for short-duration rainfall
n India. However, they did not determine time to be the most suitable covariate. [33] ascertained that the non-stationary GEV
odel yields better estimates by considering the influence of the North Atlantic Oscillation and the annual seasonal cycle on
arameters. [34] found local mean temperature to be a significant covariate for non-stationary GEV applied to extreme rainfall
n their study region.

In a study by [20] conducted over United States, the nonstationary nature of the most recent extreme precipitation events
ccurred over different durations (1-, 3- and 5-days) were investigated by incorporating time-varying covariates, such as time,
aximum temperature, mean temperature, and the ENSO cycle. The nonstationary frequency analysis for these extreme events was

onducted using nonstationary GEV by incorporating the time-varying covariates. The study also observed that most of the temporal
volution of extreme precipitation events follow the nonstationary pattern, which may be due to the increase in the magnitude
f recent extreme precipitation events, especially during hurricane events. The study also concluded that different combination of
ovariates can potentially influence the non-stationary frequency analysis, and the type of covariate may differ when the accumulated
eriod of extreme precipitation event increased [20].

One significant application of extreme value theory in hydrology is the development of rainfall Intensity-Duration-Frequency
IDF) relationships. IDF curves, crucial for storm water management and engineering design globally, are typically created by fitting
heoretical probability distributions to historical rainfall time series data of annual maximum rainfall (AMR) series [35]. Present
DF curves rely on stationary extreme value theory (EVT). However, the various physical factors mentioned earlier are anticipated
o modify the intensity, duration, and frequency of rainfall extremes over time, introducing a non-stationary component into the
ime series [19–21].
2 
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Leveraging recent advancements in EVT, [36] devised non-stationary rainfall Intensity-Duration-Frequency (IDF) curves by
ntroducing a linear trend in the location parameter of the GEV distribution using time as a covariate. Similarly, [37] explored
on-stationarity in Melbourne, Australia’s IDF curves, incorporating linear trends in both location and shape parameters of the GEV
istribution with time as a covariate. Unlike earlier studies that solely employed time as a covariate for non-stationary IDF curves,
ecent research highlights the potential limitation of this approach [19–21]. The covariate time may not be the most suitable without
xploring all possible covariates influencing climate change. The covariates to be used in a study possess the capacity to impact
he non-stationary characteristics of climate-related factors, such as extreme rainfall. Hence, it is pivotal to discern the significant
ovariates in the process of conducting non-stationary frequency analysis.

The Southern Highlands region of Tanzania is well-known for its unique unimodal rainfall patterns known as Msimu rains,
hich typically occur from November to May (NDJFMA) annually [10,38]. Extreme rainfall in the region, particularly in the first
art of the season, can be attributed to anomalies influencing the local climate, such as remote forcings (i.e., Walker Circulation,
nd IOD). These anomalies are likely to boost the inflow of moisture from the Congo Basin and the ongoing warming of the Central
ndian Ocean [1,38]. The region covers a vast area, making up about 28% of Tanzania’s mainland. It plays a crucial role in the
ountry’s economy, responsible for around 30% of export earnings and employing approximately 70% of Tanzania’s population,
ainly through farming. Surprisingly, despite its significant impact on the nation’s economy, there is a noticeable absence of

omprehensive studies on rainfall distribution in the area.
Therefore, this study seeks to identify the most effective covariates that influence extreme rainfall events over Southern Highlands

egion of Tanzania. To achieve this goal, five processes (i.e., urbanization, LTC, Global Temperature Anomaly (GTA), ENSO cycle,
nd IOD) considered as drivers of extreme rainfall are utilized as covariates. A total of 62 non-stationary GEV models are created
y exploring different combinations of these covariates. Additionally, 2 non-stationary GEV incorporating the time to capture the
easonality of the unimodal rainfall in the region, and 1 stationary GEV are developed. The selection of the optimal GEV for each
xtreme rainfall duration is based on the corrected Akaike Information Criterion (AICc). The covariate(s) associated with the best-
erforming GEV model is considered as the most suitable covariate(s) for establishing non-stationary rainfall IDF relationships for
he respective durations. The study employs MLE for parameter estimation. The impact of seasonality of the rainfall in location and
cale parameters is captured through the development of sine and cosine functions as time cyclic covariate. Moreover, the study
nvolves estimating the updated return levels and return periods of the extreme rainfall events in the context of the non-stationarity.

tudy area

Fig. 1 shows the Southern Highlands that constitutes four regions of Tanzania namely; Iringa, Mbeya, Ruvuma, and Rukwa that
ie within the coordinates of approximately latitude 9◦19’37.20" South and longitude 34◦09’54.00" East. Rainfall varies across the

area, ranging from 823 mm on the Ufipa Plateau to 2,850 mm on the slopes of Mount Rungwe, the Livingstone and Poroto mountains
situated near Lake Nyasa (also known as Lake Malawi).

Temperature fluctuations range from warm in the lowlands to cool in the highlands [39]. The mean annual rainfall spans from
750 to 3,500 mm and predominantly occurs from November to May as unimodal rainfall patterns [39]. Agriculture thrives in this
region, cultivating over 70 crops including fruits and vegetables, while smallholder farmers raise diverse livestock species. The
prominent farming systems encompass maize-based, rice-based, agropastoral, and coffee/banana-based approaches [39].

During June and July, the Southern Highlands experience notably cold conditions, with some areas recording minimum
temperatures below 10 ◦C. This can adversely impact the well-being of both the local population and the region’s animals. Moreover,
the highlands confront the dual threats of droughts and floods due to climate change, leading to potential disruptions in water
availability and crop yields. These extreme weather occurrences might have adverse repercussions on the local environment and
the region’s economic stability.

Extreme rainfall events in Tanzania

The Tanzania Meteorological Authority (TMA) had recently issued a seasonal rainfall forecast. The forecast indicated that during
the period from October to December 2023, most regions in the country including Mbeya, Iringa and Rukwa were expected to receive
rainfall categorized as above-normal to normal, with the patterns being influenced by El Niño conditions. Similarly, on December 21,
2011, an extreme rainfall incident occurred in various regions of the country as in Fig. 2, leading to widespread flooding, particularly
in coastal areas. This flooding event had significant adverse effects on the national economy, resulting in the loss of approximately
43 lives in Dar es Salaam alone, displacing hundreds of individuals, and causing substantial damage to infrastructure such as houses,
roads, and bridges. The accumulated rainfall over the three-day period (December 20th–22nd, 2011) was recorded at 260.2 mm at
Julius Nyerere International Airport (JNIA) Station. The extreme rainfall within a 24-hour period, observed on December 21, 2011,
amounted to 156.4 mm, surpassing the December monthly mean of 117.8 mm [1], as depicted in Fig. 2. According to TMA, this
volume of rainfall set a record in the 58 years since the establishment of the station in 1953.

Data description

Rainfall data

Daily rainfall data (in millimeters) were collected from the TMA across a span of 30 years, covering the period from 1991 to
2020. The collection encompassed data from four distinct weather stations (Iringa, Mbeya, Ruvuma, and Rukwa) situated in the
Southern Highlands of Tanzania. This region typically experiences a unimodal rainfall pattern, occurring from November to May.

Given the individual analysis of data per station, a homogeneity test was deemed unnecessary for this study.

3 
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Fig. 1. Map showing four Stations in Southern Highlands Region of Tanzania.

Fig. 2. The bar chart for the total observed rainfall across stations in Tanzania on December 21, 2011 [40].
4 
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Covariates

In the quest to determine the optimal covariate that influences extreme rainfall, this study explores 5 drivers of extreme rainfall
i.e., LTC, urbanization, GTA, IOD, and ENSO cycle), along with their potential combinations. In alignment with previous research
uch as [41,42] employing time as the only covariate, this study also includes time to model the seasonality of the unimodal rainfall
n the region. Each covariate has been chosen based on its direct impact on rainfall patterns without interdependence affecting the
esults. This section provides the data for all drivers of extreme rainfall and the rationale justifying their inclusion.

nnual global temperature anomaly and local temperature variation
Over the last hundred years, human endeavors have led to an increase in global temperatures [8]. This rise in temperatures

ncreases the atmosphere’s capacity to hold water by approximately 7% to 8% for each 1 ◦C increase, directly impacting rainfall
events [8]. Moreover, recent research indicates that elevated atmospheric water vapor levels can result in more intense rainfall
occurrences [24]. According to some research [19,43], the way local temperatures affect rainfall events might be different from
how GTA influences extreme rainfall. For instance in India, the variability in intensity and frequency of extreme rainfall in many
regions is linked to anomalies in both local and global temperatures [21]. Therefore, consideration of LTC and GTA as drivers of
extreme rainfall is justified. The Yearly Local Temperature Anomaly (LTA), serving as an indicator for the LTC, is derived from
the maximum and minimum daily temperatures recorded by the TMA over a span of 30 years. Meanwhile, the HadCRUT4 annual
GTA is employed as an index to assess the phenomenon of global warming. This anomaly is derived from the average surface air
temperature measurements and can be accessed for reference at the following link http://www.metoffice.gov.uk/hadobs/hadcrut4/.

Urbanization
Within urban areas, natural land surfaces are supplanted by artificial surfaces, which possess distinct thermal characteristics

such as heat capacity and thermal inertia [19]. These artificial surfaces typically excel at storing solar energy and converting it
into sensible heat. Consequently, as this sensible heat permeates the air, urban air temperatures often soar 2◦–10 ◦C higher than
hose in neighboring non-urban regions [19,44]. Therefore, urban areas alter boundary layer dynamics by generating an Urban
eat Island (UHI), which exerts a substantial impact on mesoscale circulations and subsequent convection [44]. In 19th century,
any discussions emerged on the urbanization’s influence on rainfall occurrences [45]. Early findings by [46,47] suggested a link

etween urbanization and increased rainfall events, particularly in summer. Recent studies have delved deeper into potential shifts in
rban rainfall patterns due to urbanization [19,27,28,48]. [48] proposed urbanization’s role in diurnal rainfall changes, while [49]
ighlighted urbanization-induced alterations in heavy rainfall phenomenon.

In this study, high-resolution remote sensing data is employed to model the urban growth, specifically the expansion of built-up
and, in Southern Highlands region from 1991 to 2020. The process involved preparing a Level I Land Use Land Cover (LULC) map
sing Landsat satellite images available at https://earthexplorer.usgs.gov/, from which the urban settlement class was extracted.
he satellite images were classified using the Maximum Likelihood Classification (MLC) algorithm. The MLC algorithm was chosen
ue to its high tolerance for inadequate training samples, particularly in comparison to other classification algorithms for Landsat
mages. This algorithm is favored by many users of remote sensing data for its effectiveness in classifying land covers globally.

Table 1 presents the satellite images utilized and the corresponding urban-built up land area extracted from the LULC map.
ocused on the 2020 extent of Southern Highlands region, Landsat satellite images were cropped for the designated area and
rocessed through the MLC algorithm for LULC mapping. Following this, the built-up land areas were computed from the LULC
aps, and the urban growth models for each station revealed an exponential growth as shown in Fig. 3. The model’s root mean

quare error (RMSE) and the coefficient of determination (𝑅2) are 12.04 and 0.962, 11.62 and 0.934, 13.46 and 0.971, and 12.83
nd 0.986 for Iringa, Mbeya, Rukwa, and Ruvuma respectively.

l Niño-southern oscillation (ENSO) cycle
According to the TMA, El Niño refers to a climatic phenomenon characterized by the abnormal warming of surface waters in

he eastern tropical Pacific Ocean [50]. This warming can lead to alterations in atmospheric circulation and weather patterns. The
onfirmation of an El Niño event typically occurs when sea surface temperatures in the eastern tropical Pacific exceed normal levels
y at least 0.5 ◦C compared to long-term averages. The occurrence of El Niño is characterized by periodic warming of the Pacific
cean waters, typically happening every three to eight years and lasting for 9-12 months [19,50,51]. Since 1900, over 30 El Niño
vents have been recorded worldwide, with notable occurrences in 1982–83, 1997–98, and 2014–16, which set records and caused
ignificant damage. In Tanzania during the 2000s, El Niño events were observed in 2002–03, 2004–05, 2006–07, 2009–10, 2014–16,
018–19, and currently in 2023, with its peak anticipated between September 2023 and February 2024 [40,50–53].

It is been found that the ENSO significantly influences the monthly and seasonal rainfall patterns in Tanzania and East
frica [50,54]. Warm ENSO events are linked to increased rainfall, while cold events are associated with reduced rainfall. The
elationship between East African rainfall and ENSO is particularly robust during the OND (October–November–December) rainy
eason, but weaker during MAM (March–April–May) [50,54–56].

The ENSO cycle has two phases, the cold phase is known as La Niña, while the warm phase is termed El Niño [19]. These
epartures from typical surface temperatures can exert significant effects not only on oceanic dynamics but also on worldwide
eather patterns and climate conditions [19,57–59]. The ENSO cycle stands as the most influential coupled ocean-atmosphere
henomenon, exerting a significant impact on global climate variability over interannual periods. Studies by [19–21,58,59]

ave underscored its impact on extreme rainfall both locally and regionally. Additionally, [60] suggests that the frequency of
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Table 1
Satellite images utilized for urbanization modeling and classification outcomes for all stations.
Station Year Satellite Capturing date SR (m) SR (b) BUL (km2)

Iringa 1991 4/5 TM 1991–08–25 30 7 10.62

1995 4/5 TM 1995–10–12 30 7 11.36

2000 4/5 TM 2000–01–01 30 7 14.04

2006 4/5 TM 2006–07–15 30 7 19.44

2010 7ETM+ 2010–01–28 30 8 22.95

2015 7ETM+ 2015–09–30 30 8 27.05

2020 8 OLI 2020–02–20 30 11 38.02

Mbeya 1991 4/5 TM 1991–08–25 30 7 11.74

1995 4/5 TM 1995–10–12 30 7 13.88

2000 4/5 TM 2000–01–01 30 7 16.80

2006 4/5 TM 2006–07–15 30 7 22.42

2010 7ETM+ 2010–01–28 30 8 27.14

2015 7ETM+ 2015–09–30 30 8 33.54

2020 8 OLI 2020–02–20 30 11 49.23

Rukwa 1991 4/5 TM 1991–08–25 30 7 11.10

1995 4/5 TM 1995–10–12 30 7 13.12

2000 4/5 TM 2000–01–01 30 7 15.89

2006 4/5 TM 2006–07–15 30 7 20.25

2010 7ETM+ 2010–01–28 30 8 24.71

2015 7ETM+ 2015–09–30 30 8 30.76

2020 8 OLI 2020–02–20 30 11 45.59

Ruvuma 1991 4/5 TM 1991–08–25 30 7 10.05

1995 4/5 TM 1995–10–12 30 7 11.87

2000 4/5 TM 2000–01–01 30 7 14.37

2006 4/5 TM 2006–07–15 30 7 18.32

2010 7ETM+ 2010–01–28 30 8 22.36

2015 7ETM+ 2015–09–30 30 8 27.83

2020 8 OLI 2020–02–20 30 11 41.25

Note: SR (m) is Spatial Resolution in meters, SR (b) is Spectral Resolution in bands, and BUL (km2) is a Build-up Land in Square
Kilometers.

l Niño events, which are part of the ENSO cycle, may increase with higher concentrations of greenhouse gases. Moreover,
ome scholars [20,21] have begun modeling the non-stationarity in intensity, duration, and frequency of daily extreme rainfall,
ncorporating the ENSO cycle as a covariate. There are various indices, including the Multivariate ENSO Index (MEI), Southern
scillation Index (SOI), and Sea Surface Temperature (SST), that can be utilized to represent the ENSO cycle [19]. In this

tudy, we adopt the methodology proposed by [19,21], which involves using the SST index as ENSO indicator available at
ttps://psl.noaa.gov/data/timeseries/month/ as a covariate for modeling non-stationarity in extreme rainfall patterns.

ndian ocean dipole (IOD)
In the last decade, researchers uncovered a dipole mode within the tropical Indian Ocean, known as the IOD, assessed by the

ipole Mode Index (DMI) [61]. According to [61], the DMI reflects the contrast in SST between the tropical western Indian Ocean
50 ◦ E–70 ◦ E, 10 ◦ S–10 ◦ N) and the tropical southeastern Indian Ocean (90 ◦ E–110 ◦ E, 10 ◦ S-Equator). A positive DMI results

in drought conditions in the Indonesia region and heightened rainfall and flooding in East Africa [50,62]. Conversely, a reversal in
DMI sign triggers a shift in these anomalous patterns to the opposite phase [62,63]. Analyzing the IOD’s impact on the connection
between Indian monsoon rainfall and ENSO, [62] found that the ENSO-induced anomalous circulation during the Indian summer
monsoon over the Indian region is either mitigated or amplified by the IOD-induced anomalous meridional circulation.

Additionally, some studies have shown a consistent connection between the IOD and various flooding events across the East
African region [50,54–56]. [63] investigated the effects of ENSO and IOD occurrences on sub-regional Indian Summer Monsoon
Rainfall (ISMR), determining that the correlations between ENSO and ISMR are stronger compared to those between IOD and
ISMR. [31] examined the impact of IOD on heavy rainfall phenomenon across India, presenting the initial evidence that recent
heavy rainfall events over India are significantly influenced by IOD. Moreover, according to [32] it is noteworthy that the frequency
of extreme IOD events is on the rise due to greenhouse warming. This study deployed monthly DMI obtained from the HadISST
dataset retrieved from https://psl.noaa.gov/data/timeseries/month/. Yearly DMI values, are computed and utilized as a covariate
to represent the IOD.
6 
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Fig. 3. The built up land models for all stations.

Time
[64] examined the variability in extreme daily rainfall in United States, by introducing a trend in the scale and location

parameters of the GEV distribution using time as one of the covariates. In 2014, [36] devised non-stationary rainfall IDF curves by
integrating a linear trend in the location parameter of the GEV distribution using a time covariate. [37] explored the non-stationarity
in IDF curves by integrating linear trends in both location and shape parameters of the GEV distribution using time as a covariate.
This study also considers time as one of the potential covariates for constructing non-stationary IDF curves. However, this study
will apply non-stationary GEV model with a cyclic covariate structures in scale and location parameters to capture the reality of
seasonality observed in the rainfall patterns investigation. The cyclic covariates mentioned refer to sinusoidal functions utilized to
model the seasonal variations observed in extreme rainfall patterns. Specifically, we employ sine and cosine functions with a 1-year
period to characterize the fluctuations in the location and scale parameters of the GEV distribution over the course of a year. The
years of maxima rainfall series are utilized as a covariate representing time.

Methodology

This study involves a methodology that consists of

1. Developing various non-stationary GEV models by incorporating five drivers of extreme rainfall (i.e., urbanization, LTC, ENSO
cycle, global warming (GTA), and IOD) both individually and in combination, as covariates affecting the parameters of the GEV
model. In addition time will also be used independently to develop non-stationary GEV model that captures the seasonality of
the unimodal rainfall patterns.
To align the gridded GTA data with the specific locations of our study stations (Iringa, Mbeya, Rukwa, and Ruvuma), we
followed a precise methodology:

(a). Grid Mapping: We identified the grid cells in the HadCRUT4 dataset that correspond to the geographical coordinates of
each station. These grid cells were selected based on their proximity to the station locations.

(b). Data Extraction: For each station, we extracted the temperature anomaly data from the nearest grid cell. This approach
ensures that the GTA data reflects the temperature anomalies representative of the station’s location.

This method of extracting GTA data ensures that it accurately represents the climate conditions at each station.
2. Determining the most suitable covariate(s) and corresponding GEV model in order to devise modern non-stationary IDF curves

that consider optimal covariates.
3. Identifying the correlation between the optimal covariate(s) and the extreme rainfall durations.
7 
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Block maxima and extreme value theory

Annual maxima approach is used in this study to identify extreme values in a dataset. The dataset is divided into blocks of equal
ize, and the maximum value within each block is selected. Choosing the block size involves a trade-off between bias and variance:
arger blocks reduce estimation variance but may introduce bias, while smaller blocks may provide a poor approximation of extreme
alues. To mitigate this, blocks are defined as one-year periods, ensuring that each block contains observations for an entire year,
esulting in annual maxima, 𝑀𝑛.

Classical extreme value theory describes the behavior of

𝑀𝑛 = max
{

𝑋1, 𝑋2,… , 𝑋𝑛
}

hereby 𝑋1, 𝑋2,… , 𝑋𝑛 having a distribution function 𝐹 , is a sequence of independent and identically distributed (IID) random
ariables. As the value of 𝑛 increases to infinity, the properties of the maximum value, 𝑀𝑛, become significantly important. The

distribution of 𝑀𝑛 for all 𝑛 can be theoretically derived as

𝑃𝑟
{

𝑀𝑛 ≤ 𝑥
}

= 𝑃𝑟
{

𝑋1 ≤ 𝑥,𝑋2 ≤ 𝑥,… , 𝑋𝑛 ≤ 𝑥
}

= 𝑃𝑟
{

𝑋1 ≤ 𝑥
}

× 𝑃𝑟
{

𝑋2 ≤ 𝑥
}

×⋯ × 𝑃𝑟
{

𝑋𝑛 ≤ 𝑥
}

= {𝐹 (𝑥)}𝑛 ,

In practical applications, the distribution function 𝐹 is usually not known. To estimate 𝐹 , standard statistical methods can be used
with observed data, which in turn could lead to an estimate of the distribution of 𝑀𝑛. This study use only extreme data to estimate
approximate families of models for {𝐹 }𝑛. The extremal types theorem is a significant finding that provides a comprehensive range
of potential limiting distributions for 𝑀𝑛 as 𝑛 approaches infinity. The theorem was initially established by [65] and subsequently
confirmed by [66], with each researcher contributing different elements to the proof.

Theorem. Extremal Types Theorem.
If there exist sequences of constants

{

𝜎𝑛 > 0
}

and
{

𝜇𝑛
}

such that

𝑃𝑟
{

𝑀𝑛 − 𝜇𝑛
𝜎𝑛

≤ 𝑥
}

→ 𝐺(𝑥) as 𝑛→ ∞ (1)

here 𝐺 is a non-degenerate distribution function, then 𝐺 belongs to one of the following families:

𝐼 ∶ 𝐺(𝑥) = exp
{

−exp
[

−
(𝑥 − 𝜇

𝜎

)]}

,−∞⟨𝑥⟩∞

𝐼𝐼 ∶ 𝐺(𝑥) =

⎧

⎪

⎨

⎪

⎩

0, if 𝑥 ≤ 𝜇

exp
{

−
(𝑥 − 𝜇

𝜎

)−𝜉
}

, if 𝑥 > 𝜇, 𝜉 > 0

𝐼𝐼𝐼 ∶ 𝐺(𝑥) =

⎧

⎪

⎨

⎪

⎩

exp
{

−
[

−
(𝑥 − 𝜇

𝜎

)𝜉
]}

, if 𝑥 < 𝜇, 𝜉 > 0

1, if 𝑥 ≥ 𝜇, 𝜉 > 0

for parameters 𝜎 > 0, 𝜇, and 𝜉 > 0.

The theorem above states that if there exist appropriate sequences {𝜎𝑛} and {𝜇𝑛} that can stabilize 𝑀𝑛, then the limiting
distribution belongs to one of three families of distributions (Type 𝐼 , Type 𝐼𝐼 and Type 𝐼𝐼𝐼) [67]. These three types of distributions
are known as the Gumbel, Fréchet, and Weibull families respectively, and they are together referred to as GEV.

Stationary and non-stationary GEV distribution models

A stationary GEV model is a statistical model used to analyze extreme events, such as extreme rainfall or temperatures, over
time [15]. In this model, it is assumed that the parameters of the GEV distribution (location, scale, and shape) remain constant over
time. This implies that the probability distribution of extreme events does not change with time. Mathematically, the cumulative
distribution function (CDF) of the stationary GEV distribution function 𝐹 (𝑥) becomes

𝐹 (𝑥; 𝜉, 𝜇, 𝜎) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

exp
⎛

⎜

⎜

⎝

−
(

1 + 𝜉
(𝑥 − 𝜇

𝜎

))−
1
𝜉
⎞

⎟

⎟

⎠

, 𝜎 > 0

1 + 𝜉
(𝑥 − 𝜇

𝜎

)

, 𝜎 > 0, 𝜉 ≠ 0

exp
(

−exp
(

−
𝑥 − 𝜇
𝜎

))

, 𝜎 > 0, 𝜉 = 0

(2)

where: 𝑥 is the extreme event, and 𝜇, 𝜎, 𝜉 are location, scale, and shape parameters, respectively. 𝜉 determines whether the
distribution is Fréchet (𝜉 > 0), Gumbel (𝜉 = 0), or Weibull (𝜉 < 0). This model describes the probability that a random variable 𝑋
8 
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is less than or equal to 𝑥. The parameters 𝜇, 𝜎, and 𝜉 are estimated from the data to fit the distribution to the observed extreme
values.

A non-stationary GEV model is a statistical model used to analyze extreme events over time, allowing for changes in the
parameters of the GEV distribution [15]. Unlike the stationary GEV model, the parameters of the non-stationary GEV model are
allowed to vary over time, capturing temporal trends or fluctuations in extreme event behavior. Non-stationary processes exhibit
systematic changes over time, often due to seasonal variations or long-term trends driven by factors like climate patterns [41,42,68].
This study focuses on developing non-stationary GEV distribution models to investigate whether GEV parameters are influenced
by physical factors (i.e., Urbanization, LTC, GTA, ENSO, and IOD) affecting daily rainfall in Southern Highlands, Tanzania. The
non-stationary GEV cumulative distribution function is represented as follows:

𝐹 (𝑥; 𝜉, 𝜇(𝑡), 𝜎(𝑡)) = exp

⎛

⎜

⎜

⎜

⎝

−1
𝜉

[

1 + 𝜉
(

𝑥 − 𝜇(𝑡)
𝜎(𝑡)

)]−
1
𝜉
⎞

⎟

⎟

⎟

⎠

, 1 + 𝜉
(

𝑥 − 𝜇(𝑡)
𝜎(𝑡)

)

> 0 (3)

In the analysis of non-stationarity, parameters are articulated as functions of covariates over time [69–71]. As previously
mentioned, five drivers of extreme rainfall were chosen for examining non-stationarity in heavy rainfall. The non-stationary GEV
models were applied by adjusting the location and scale parameters according to the selected covariates. However, the shape
parameter remains constant, as assuming it to vary smoothly over time may be unrealistic [15]. It is recommended to use a constant
shape parameter for a small number of stations [20,72], a presumption also adopted in recent studies [19,20,73,74]. For each station,
a total of 65 models were derived, comprising one stationary and 62 non-stationary models based on five covariates and 2 time-
varying parameters. A succinct overview of the model formulation is provided with comprehensive details available in Tables 2 and
3. Four model types are briefly outlined below: described by Eqs. (4), (5), (6), (10) and (11).

Type I: Stationary GEV model, with all parameters constant over time, (S0):

𝜇(𝑡) = 𝜇; 𝜎(𝑡) = 𝜎; 𝜉(𝑡) = 𝜉. (4)

Type II: Non-stationary GEV models (NS), with a non-stationarity in location parameter only.
Table 2 gives the summary of these developed models with their corresponding covariates (i.e., NS1 to NS32):

𝜇(𝑡) = 𝜇0 + 𝜇1𝛾1 + 𝜇2𝛾2 + 𝜇3𝛾3 + 𝜇4𝛾4 + 𝜇5𝛾5
𝜎(𝑡) = 𝜎

𝜉(𝑡) = 𝜉

(5)

Type III: Non-stationary GEV models (NS), with non-stationarity in location and scale parameters.
Table 3 gives the summary of these models with their covariates (i.e., NS33 to NS64):

𝜇(𝑡) = 𝜇0 + 𝜇1𝛾1 + 𝜇2𝛾2 + 𝜇3𝛾3 + 𝜇4𝛾4 + 𝜇5𝛾5
𝜎(𝑡) = exp(𝜎0 + 𝜎1𝛾1 + 𝜎2𝛾2 + 𝜎3𝛾3 + 𝜎4𝛾4 + 𝜎5𝛾5)

𝜉(𝑡) = 𝜉

(6)

In model type II and III, 𝛾1, 𝛾2, 𝛾3, 𝛾4, and 𝛾5 represent five covariates for five drivers of extreme rainfall: Local temperature
ariation (L), Urbanization (U), Global warming (GTA) (G), IOD cycle (D), and ENSO cycle (E). In the stationary model, SO, these
ovariates 𝛾1, 𝛾2, 𝛾3, 𝛾4, and 𝛾5 are assigned zero values. In Eq. (6), an exponential function is introduced in a scale trend to ensure
he positivity of the scale parameter. The influence of the covariates 𝛾1, 𝛾2, 𝛾3, 𝛾4, and 𝛾5 on the location parameter 𝜇0 is captured

by the slope parameters 𝜇1, 𝜇2, 𝜇3, 𝜇4, and 𝜇5. Similarly, the influence of covariates 𝛾1, 𝛾2, 𝛾3, 𝛾4, and 𝛾5 on the scale parameter 𝜎0
is modeled by the slope parameters 𝜎1, 𝜎2, 𝜎3, 𝜎4, and 𝜎5 to illustrate the trend in the scale parameter.

Type IV: Non-stationary GEV models, with time covariate in location and scale parameters NS32 in Table 2 and NS64 in Table 3.
Here, our focus is to model 𝜇 and 𝜎 as combinations of sine and cosine functions with a 1-year period to capture the influence

of seasonality in the model.
For the location parameter, we have:

𝜇(𝑡) = 𝜇0 + 𝜇1 sin
(

𝜔𝑐𝑖 + 𝜙
)

, 𝑖 = 1,… , 12 (7)

Here, 𝜇1 represents the amplitude of the sinusoidal component, 𝜙 represents the phase angle or phase shift, it determines the starting
point of the oscillation. For monthly modeling, it might represent the phase shift necessary to align the model with the observed
monthly rainfall patterns. 𝜔 is the angular frequency or the rate of oscillation. In the context of seasonal modeling, 𝜔 represents the
cyclic nature of the seasons within a year. It determines how quickly the parameter 𝜇(𝑡) or 𝜎(𝑡) varies with time. 𝑐𝑖 denotes time 𝑡,
which is the independent variable. In the context of modeling monthly rainfall patterns, 𝑡 would typically represent time in months,
ranging from 1 to 12 (January to December). Notice that Eq. (7) is based on a trigonometric identity, which allows us to express a
sine wave with a phase shift as a combination of sine and cosine terms. In view of this, we arrive at the reformulated Eqs. (8), and
(9) as follows:

𝜇(𝑡) = 𝜇0 + 𝜇1 sin
(

𝜔𝑐𝑖
)

+ 𝜇2 cos
(

𝜔𝑐𝑖
)

, 𝑖 = 1,… , 12 (8)

( ) ( )
𝜎(𝑡) = 𝜎0 + 𝜎1 sin 𝜔𝑐𝑖 + 𝜎2 cos 𝜔𝑐𝑖 , 𝑖 = 1,… , 12 (9)
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Table 2
A Catalog of developed Non-stationary models with their attributes (i.e., S0, and NS1 to NS32).

Model type Model summary

S0 𝑋 ∼ GEV(𝜇, 𝜎, 𝜉)
NS1 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1), 𝜎, 𝜉)
NS2 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1), 𝜎, 𝜉)
NS3 𝑋 ∼ GEV((𝜇0 + 𝐺𝜇1), 𝜎, 𝜉)
NS4 𝑋 ∼ GEV((𝜇0 + 𝐸𝜇1), 𝜎, 𝜉)
NS5 𝑋 ∼ GEV((𝜇0 + 𝐼𝜇1), 𝜎, 𝜉)
NS6 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2), 𝜎, 𝜉)
NS7 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐺𝜇2), 𝜎, 𝜉)
NS8 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐸𝜇2), 𝜎, 𝜉)
NS9 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐼𝜇2), 𝜎, 𝜉)
NS10 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐺𝜇2), 𝜎, 𝜉)
NS11 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐸𝜇2), 𝜎, 𝜉)
NS12 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐼𝜇2), 𝜎, 𝜉)
NS13 𝑋 ∼ GEV((𝜇0 + 𝐺𝜇1 + 𝐸𝜇2), 𝜎, 𝜉)
NS14 𝑋 ∼ GEV((𝜇0 + 𝐺𝜇1 + 𝐼𝜇2), 𝜎, 𝜉)
NS15 𝑋 ∼ GEV((𝜇0 + 𝐸𝜇1 + 𝐼𝜇2), 𝜎, 𝜉)
NS16 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐺𝜇3), 𝜎, 𝜉)
NS17 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐸𝜇3), 𝜎, 𝜉)
NS18 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐼𝜇3), 𝜎, 𝜉)
NS19 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐺𝜇2 + 𝐸𝜇3), 𝜎, 𝜉)
NS20 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐺𝜇2 + 𝐼𝜇3), 𝜎, 𝜉)
NS21 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐸𝜇2 + 𝐼𝜇3), 𝜎, 𝜉)
NS22 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐺𝜇2 + 𝐸𝜇3), 𝜎, 𝜉)
NS23 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐺𝜇2 + 𝐼𝜇3), 𝜎, 𝜉)
NS24 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐸𝜇2 + 𝐼𝜇3), 𝜎, 𝜉)
NS25 𝑋 ∼ GEV((𝜇0 + 𝐺𝜇1 + 𝐸𝜇2 + 𝐼𝜇3), 𝜎, 𝜉)
NS26 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐺𝜇3 + 𝐸𝜇4), 𝜎, 𝜉)
NS27 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐺𝜇3 + 𝐼𝜇4), 𝜎, 𝜉)
NS28 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐸𝜇3 + 𝐼𝜇4), 𝜎, 𝜉)
NS29 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐺𝜇2 + 𝐸𝜇3 + 𝐼𝜇4), 𝜎, 𝜉)
NS30 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐺𝜇2 + 𝐸𝜇3 + 𝐼𝜇4), 𝜎, 𝜉)
NS31 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐺𝜇3 + 𝐸𝜇4 + 𝐼𝜇5), 𝜎, 𝜉)
NS32 𝑋 ∼ GEV(𝜇0 + 𝜇1 sin

( 2𝜋𝑡
12

)

+ 𝜇2 cos
( 2𝜋𝑡
12

)

, 𝜎, 𝜉) 𝑡 = 1,… , 12

This study characterize the location 𝜇 and scale 𝜎 parameters by sinusoidal functions exhibiting seasonal variations, while the
shape parameter 𝜉 is considered constant:

𝜇(𝑡) = 𝜇0 + 𝜇1 sin
( 2𝜋𝑡
12

)

+ 𝜇2 cos
( 2𝜋𝑡
12

)

, 𝑡 = 1,… , 12 (10)

𝜎(𝑡) = 𝜎0 + 𝜎1 sin
( 2𝜋𝑡
12

)

+ 𝜎2 cos
( 2𝜋𝑡
12

)

, 𝑡 = 1,… , 12 (11)

The model described by the equations for 𝜇(𝑡) and 𝜎(𝑡), exhibit seasonal variations over 12 months, that is well-suited for
capturing the characteristics of rainfall patterns with a single peak or unimodal rainfall patterns in a year. It allows for modeling
changes in the location and scale parameters of the GEV distribution over the course of a year, which is appropriate for areas where
rainfall predominantly follows a single seasonal pattern.

Parameter estimation and model selection technique

Parameter estimation for the GEV distribution is typically performed using the MLE method. The primary benefit of the MLE
approach lies in its ability to analyze complex scenarios such as non-stationarity and covariate effects [75]. However, a significant
drawback of the MLE method is its tendency to become highly unpredictable when dealing with as small sample sizes as 20 [75]. The
log-likelihood function is maximized to obtain maximum-likelihood estimator (𝜉, 𝜇, 𝜎) for the parameters (𝜉, 𝜇, 𝜎). Given a dataset
consisting of 𝑛 years of annual maximum series, represented as 𝑋 = 𝑥1, 𝑥2,… , 𝑥𝑛, the log-likelihood when 𝜉 ≠ 0, is defined by [15]
as:

𝐿 (𝜉, 𝜇, 𝜎) = −𝑛 log 𝜎 −
(

1 + 1
) 𝑛
∑

log
[

1 + 𝜉
(𝑥𝑖 − 𝜇)] −

𝑛
∑

[

1 + 𝜉
(𝑥𝑖 − 𝜇)]

−1
𝜉 (12)
𝜉 𝑖=1 𝜎 𝑖=1 𝜎
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Table 3
A Catalog of developed Non-stationary models (i.e., NS33 to NS64).

Model type Model summary

NS33 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1), 𝑒(𝜎0+𝑈𝜎1 ) , 𝜉)
NS34 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1), 𝑒(𝜎0+𝐿𝜎1 ) , 𝜉)
NS35 𝑋 ∼ GEV((𝜇0 + 𝐺𝜇1), 𝑒(𝜎0+𝐺𝜎1 ) , 𝜉)
NS36 𝑋 ∼ GEV((𝜇0 + 𝐸𝜇1), 𝑒(𝜎0+𝐸𝜎1 ) , 𝜉)
NS37 𝑋 ∼ GEV((𝜇0 + 𝐼𝜇1), 𝑒(𝜎0+𝐼𝜎1 ) , 𝜉)
NS38 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2), 𝑒(𝜎0+𝑈𝜎1+𝐿𝜎2 ) , 𝜉)
NS39 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐺𝜇2), 𝑒(𝜎0+𝑈𝜎1+𝐺𝜎2 ) , 𝜉)
NS40 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐸𝜇2), 𝑒(𝜎0+𝑈𝜎1+𝐸𝜎2 ) , 𝜉)
NS41 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐼𝜇2), 𝑒(𝜎0+𝑈𝜎1+𝐼𝜎2 ) , 𝜉)
NS42 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐺𝜇2), 𝑒(𝜎0+𝐿𝜎1+𝐺𝜎2 ) , 𝜉)
NS43 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐸𝜇2), 𝑒(𝜎0+𝐿𝜎1+𝐸𝜎2 ) , 𝜉)
NS44 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐼𝜇2), 𝑒(𝜎0+𝐿𝜎1+𝐼𝜎2 ) , 𝜉)
NS45 𝑋 ∼ GEV((𝜇0 + 𝐺𝜇1 + 𝐸𝜇2), 𝑒(𝜎0+𝐺𝜎1+𝐸𝜎2 ) , 𝜉)
NS46 𝑋 ∼ GEV((𝜇0 + 𝐺𝜇1 + 𝐼𝜇2), 𝑒(𝜎0+𝐺𝜎1+𝐼𝜎2 ) , 𝜉)
NS47 𝑋 ∼ GEV((𝜇0 + 𝐸𝜇1 + 𝐼𝜇2), 𝑒(𝜎0+𝐸𝜎1+𝐼𝜎2 ) , 𝜉)
NS48 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐺𝜇3), 𝑒(𝜎0+𝑈𝜎1+𝐿𝜎2+𝐺𝜎3 ) , 𝜉)
NS49 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐸𝜇3), 𝑒(𝜎0+𝑈𝜎1+𝐿𝜎2+𝐸𝜎3 ) , 𝜉)
NS50 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐼𝜇3), 𝑒(𝜎0+𝑈𝜎1+𝐿𝜎2+𝐼𝜎3 ) , 𝜉)
NS51 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐺𝜇2 + 𝐸𝜇3), 𝑒(𝜎0+𝑈𝜎1+𝐺𝜎2+𝐸𝜎3 ) , 𝜉)
NS52 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐺𝜇2 + 𝐼𝜇3), 𝑒(𝜎0+𝑈𝜎1+𝐺𝜎2+𝐼𝜎3 ) , 𝜉)
NS53 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐸𝜇2 + 𝐼𝜇3), 𝑒(𝜎0+𝑈𝜎1+𝐸𝜎2+𝐼𝜎3 ) , 𝜉)
NS54 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐺𝜇2 + 𝐸𝜇3), 𝑒(𝜎0+𝐿𝜎1+𝐺𝜎2+𝐸𝜎3 ) , 𝜉)
NS55 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐺𝜇2 + 𝐼𝜇3), 𝑒(𝜎0+𝐿𝜎1+𝐺𝜎2+𝐼𝜎3 ) , 𝜉)
NS56 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐸𝜇2 + 𝐼𝜇3), 𝑒(𝜎0+𝐿𝜎1+𝐸𝜎2+𝐼𝜎3 ) , 𝜉)
NS57 𝑋 ∼ GEV((𝜇0 + 𝐺𝜇1 + 𝐸𝜇2 + 𝐼𝜇3), 𝑒(𝜎0+𝐺𝜎1+𝐸𝜎2+𝐼𝜎3 ) , 𝜉)
NS58 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐺𝜇3 + 𝐸𝜇4), 𝑒(𝜎0+𝑈𝜎1+𝐿𝜎2+𝐺𝜎3+𝐸𝜎4 ) , 𝜉)
NS59 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐺𝜇3 + 𝐼𝜇4), 𝑒(𝜎0+𝑈𝜎1+𝐿𝜎2+𝐺𝜎3+𝐼𝜎4 ) , 𝜉)
NS60 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐸𝜇3 + 𝐼𝜇4), 𝑒(𝜎0+𝑈𝜎1+𝐿𝜎2+𝐸𝜎3+𝐼𝜎4 ) , 𝜉)
NS61 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐺𝜇2 + 𝐸𝜇3 + 𝐼𝜇4), 𝑒(𝜎0+𝑈𝜎1+𝐺𝜎2+𝐸𝜎3+𝐼𝜎4 ) , 𝜉)
NS62 𝑋 ∼ GEV((𝜇0 + 𝐿𝜇1 + 𝐺𝜇2 + 𝐸𝜇3 + 𝐼𝜇4), 𝑒(𝜎0+𝐿𝜎1+𝐺𝜎2+𝐸𝜎3+𝐼𝜎4 ) , 𝜉)
NS63 𝑋 ∼ GEV((𝜇0 + 𝑈𝜇1 + 𝐿𝜇2 + 𝐺𝜇3 + 𝐸𝜇4 + 𝐼𝜇5), 𝑒(𝜎0+𝑈𝜎1+𝐿𝜎2+𝐺𝜎3+𝐸𝜎4+𝐼𝜎5 ) , 𝜉)
NS64 𝑋 ∼ GEV(𝜇0 + 𝜇1 sin

( 2𝜋𝑡
12

)

+ 𝜇2 cos
( 2𝜋𝑡
12

)

, 𝜎0 + 𝜎1 sin
( 2𝜋𝑡
12

)

+ 𝜎2 cos
( 2𝜋𝑡
12

)

, 𝜉)

given that
[

1 + 𝜉
(𝑥𝑖 − 𝜇

𝜎

)]

> 0, for 𝑖 = 1...𝑛. For the case when 𝜉 = 0, the log-likelihood function reduces to

𝐿(0, 𝜇, 𝜎) = −𝑛 log(𝜎) −
𝑛
∑

𝑖=1
log

(𝑥𝑖 − 𝜇
𝜎

)

− 𝑛
𝑛
∑

𝑖=1
exp

{

−
𝑥𝑖 − 𝜇
𝜎

}

. (13)

In the case of non-stationarity, we substitute the location and scale parameter functions into the Eqs. (12) and (13) according to
the non-stationary conditions.

In order to assess the uncertainty associated with the estimated parameters, this study determines confidence intervals (CI) for
the GEV parameters during the MLE process. CI for the GEV parameters (𝜉, 𝜇, 𝜎) are derived from the asymptotic normality of the

aximum-likelihood estimators. For instance, given 𝛼 ∈ (0, 1), the (1 − 𝛼)100% CI for 𝜉 can be determined as follows:

⎛

⎜

⎜

⎝

𝜉 −𝑍(

1−
𝛼
2

)

√

𝜈2,2
𝑛
, 𝜉 +𝑍(

1−
𝛼
2

)

√

𝜈2,2
𝑛

⎞

⎟

⎟

⎠

(14)

where 𝜉 is the maximum-likelihood estimate of 𝜉, 𝑍(

1−
𝛼
2

) is the
(

1 − 𝛼
2

)

quantile of the normal distribution, and 𝜈2,2 is the second

diagonal element of the inverse of the Fisher information matrix, which is given as

𝑀(𝜃) = −E
(

𝜕2 log 𝑔(𝑋; 𝜃)
𝜕𝜃𝜕𝜃𝑇

)

, (15)

with 𝜃 = (𝜉, 𝜇, 𝜎), E represents the expected value operator, and 𝑔 is the probability density function (PDF) of the random variable
, which is typically parameterized by 𝜃. The PDF of 𝑋 is derived as

𝑔(𝑋; 𝜉, 𝜇, 𝜎) = 1 (

1 + 𝜉
𝑥 − 𝜇)

exp
(

−
(

1 + 𝜉
𝑥 − 𝜇)−1∕𝜉

)

(16)

𝜎 𝜎 𝜎
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The following are the typical elements comprised in the Fisher information matrix (𝑀)

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑀1,1(𝜃) = 1
𝜎2𝜉2

(1 − 2𝛤 (2 + 𝜉) + 𝑐),

𝑀1,2(𝜃) = − 1
𝜎𝜉2

(

1 − 𝜂 − 𝑘 +
1 − 𝛤 (2 + 𝜉)

𝜉
+ 𝑐
𝜉

)

,

𝑀1,3(𝜃) = 1
𝜎2𝜉

(𝑐 − 𝛤 (2 + 𝜉)),

𝑀2,2(𝜃) = 1
𝜉2

(

𝜋2

6
+
(

1 − 𝜂 + 1
𝜉

)

− 2𝑘
𝜉

+ 𝑐
𝜉2

)

,

𝑀2,3(𝜃) = − 1
𝜎𝜉

(

𝑘 − 𝑐
𝜉

)

,

𝑀3,3(𝜃) = 𝑐
𝜎2
,

(17)

where 𝜂 ≈ 0.5772157 is Euler’s constant,

𝑐 = (1 + 𝜉)2𝛤 (1 + 2𝜉),

𝑘 = 𝛤 (2 + 𝜉)
(

𝜓(1 + 𝜉) +
1 + 𝜉
𝜉

)

ith 𝜓(𝑥) = 𝑑
𝑑𝑥

(log𝛤 (𝑥)).
The symbol 𝛤 represents the gamma function, which is typically given as

𝛤 (𝑡) = ∫

+∞

0
𝑒−𝑥𝑥𝑡−1𝑑𝑥, 𝑡 > 0. (18)

However, it is crucial to recognize that inference relying solely on normal approximation may lead to inaccuracies, as the
approximation to the true sampled distribution of the estimator might be inadequate [15]. According to [15,76,77], better
approximations can be achieved using the profile likelihood function (PLF), as the confidence intervals derived from it are not
necessarily centered around the estimated points, unlike those from normality approximation. Specifically, profile likelihood
intervals might exhibit a rightward shift, whereas those from normality approximation are always symmetrically centered around
the estimates due to the inherent symmetry of the normal distribution [15,76,77].

Hence, the PLF for the shape parameter 𝜉 is obtained as

𝐿𝑝(𝜉) = max
(𝜎,𝜇)|𝜉

𝐿(𝜉, 𝜇, 𝜎),

whereas, the profile likelihood ratio statistic is obtained as

𝑅 =
𝐿𝑝(𝜉0)

𝐿𝑝(𝜉)
,

This aligns with the traditional likelihood ratio statistic used to test the null hypothesis 𝐻0 ∶ 𝜉 = 𝜉0 against alternative 𝐻1 ∶ 𝜉 ≠ 𝜉0.
Thus, under the assumption of 𝐻0, as the sample size 𝑛 tends towards infinity, we have

−2 log𝑅
𝑑
←←←←←←←→ 𝜒2

1 ,

In this context,
𝑑
←←←←←←←→ signifies "convergence in distribution to’’, while 𝜒2

1 denotes the chi-square distribution with a single degree
of freedom.

The 𝐻0 gets rejected with a significance level of 𝛼 if −2 log𝑅 > 𝜒2
1 (1 − 𝛼), where 𝜒2

1 (1 − 𝛼) denotes the (1 − 𝛼) quantile of the 𝜒2
1

distribution. Hence, the CI for 𝜉, based on profile likelihood, with a confidence level of (1 − 𝛼)100%, is obtained as

𝐶𝐼𝜉 =

{

𝜉 ∶ −2 log
𝐿𝑝(𝜉)

𝐿𝑝(𝜉)
≤ 𝜒2

1 (1 − 𝛼)

}

or alternatively we can obtain it as

𝐶𝐼𝜉 =

{

𝜉 ∶ log𝐿𝑝(𝜉) ≥ log𝐿𝑝(𝜉) −
𝜒2
1 (1 − 𝛼)

}

.

2
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Uncertainty analysis

To account for the uncertainty associated with the estimated parameters, 95% CI is calculated from the optimal model using
symptotic theory. For each parameter, the CI provides a range of plausible values within which the true parameter value lies with
5% probability. Furthermore, the uncertainty associated with each return levels, which represent the rainfall intensity associated
ith specific return periods (e.g., 10-year, 50-year events), is assessed. We calculated the relative uncertainty in percentage (%) on

eturn levels by considering the difference between the upper and lower bounds of the confidence intervals and normalizing it by
he mean return level.

odel selection technique

The Akaike Information Criterion (AIC) [78] helps in selecting the best model by considering the minimized negative log-
ikelihood and the number of estimated parameters, as discussed by [17]. In this study, the AICc [79], a variant designed for small
ample sizes, (i.e., 𝑛 < 40𝑘, where 𝑛 is the sample size and 𝑘 is the number of parameters) [80], is employed to identify the optimal

GEV model from a range of non-stationary and stationary GEV models. The AICc is preferred in practical applications due to its
superior performance compared to AIC, particularly in mitigating the risk of over-fitting the data, as demonstrated by [81]. For a
given model characterized by 𝜌 parameters, 𝜃, and a sample size of n, the AICc of the model can be calculated as follows when
fitted to an AMR series.

𝐴𝐼𝐶𝑐 = −2 log𝐿(𝜃|𝑋) + 2𝜌 +
2𝜌(𝜌 + 1)
𝑛 − 𝜌 − 1

he term ‘‘−𝑙𝑜𝑔𝐿(𝜃∕𝑋)’’ refers to the minimized negative log likelihood function. The initial two components of AICc are identical
o those of the standard AIC, and as the sample size (n) increases, AICc converges towards AIC. Additionally, the rescaled version
f AICc, denoted as 𝛥𝑖 as shown in Eq. (19), is utilized for ranking GEV models:

𝛥𝑖 = 𝐴𝐼𝐶𝑐 − min(𝐴𝐼𝐶𝑐) (19)

ere, min(𝐴𝐼𝐶𝑐) represents the smallest AICc value of all given models. The model with 𝛥𝑖 = 0 is considered the optimal model
nd the models with 𝛥𝑖 ≤ 2 are deemed considerable options [82]. In this study, the importance of the optimal non-stationary
odel compared to the stationary model is assessed by the Likelihood Ratio Test (LRT) at a significance level, typically 5%. If

he resulting 𝑝-value is greater than the chosen significance level (0.05), it indicates that the stationary model (S0) is preferred
ver the non-stationary model [15]. This ratio is used to determine whether the additional parameters in the more complex model
ignificantly improve the fit to the data compared to the simpler model. The superior non-stationary model must exhibit a trend in its
arameter values. The test involves comparing the negative log likelihood of the stationary model with that of the best non-stationary
odel [17]. For instance, suppose 𝑁𝑆4 ∶ 𝑋 ∼ GEV((𝜇0 + 𝐸𝜇1), 𝜎, 𝜉) is identified as the optimal non-stationary model. The negative

og likelihoods of the stationary model (𝑛𝑙𝑙𝑆0) and the best non-stationary model (𝑛𝑙𝑙𝑁𝑆4) are expressed as:

𝑛𝑙𝑙𝑆0 = − log𝐿(𝜇, 𝜎, 𝜉|𝑋)

𝑛𝑙𝑙𝑁𝑆4 = − log𝐿(𝜇0, 𝜇1, 𝜎, 𝜉|𝑋)

nder the assumption that 𝜇1 = 0, the test statistic for the likelihood ratio, calculated as double the disparity between 𝑛𝑙𝑙𝑆0 and
𝑙𝑙𝑁𝑆4, adheres to an estimated Chi-square (𝜒2

𝑘 ) distribution with degrees of freedom (𝑘) equivalent to the variance in the number
f parameters between the stationary model (S0) and the superior (in this case, a non-stationary model (NS4)) [17]. The Chi-square
istribution for this scenario is represented by Eq. (20):

2(𝑛𝑙𝑙𝑆0 − 𝑛𝑙𝑙𝑁𝑆4) ∼ 𝜒2
1 (20)

he importance of the optimal non-stationary GEV, in comparison to the stationary, can be determined by the 𝑝-value associated
ith the 𝜒2

1 distribution.
After the optimal non-stationary GEV is determined, it is vital to verify its accuracy in representing the data. Quantile–Quantile

QQ) and Probability–Probability (PP) plots serve as effective tools for assessing the quality of the fitted model, as suggested by
revious studies [15,81].

eturn level estimation

Return level estimates for AMR series are also provided in this study. Return levels, denoted as 𝑧𝑝, represent the level of extreme
vents (maximum rainfall) that we can expect to be exceeded, on average, within a specified number of years [83,84]. Once we
etermine the best-fitted non-stationary GEV model for our data, we proceed to derive the return levels for extreme daily rainfall
vents. We define the probability 𝑃 as the likelihood of an extreme event occurring at least once, on average, within a period of 𝑇
ears. Consequently, 𝑃 = 1

𝑇
. Precisely, these return levels correspond to levels surpassed by the yearly maxima with probability 𝑝.

The return levels, 𝑧𝑝 estimation, for stationary model is achieved by inverting the cumulative function of the GEV distribution as
shown by Eqs. (21) and (22).

𝑧𝑝 = 𝜇 − 𝜎 [

1 − (− log (1 − 𝑝))−𝜉
]

, 𝜉 ≠ 0 (21)

𝜉
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𝑧𝑝 = 𝜇 − 𝜎 log (− log (1 − 𝑝)) , 𝜉 = 0 (22)

Where 𝐺(𝑧𝑝) = 1 − 𝑝, 𝑦𝑝 = − log (1 − 𝑝), and 0 < 𝑝 < 1.
For non-stationary models denoted as NS, the return levels 𝑧𝑝 are obtained similarly by substituting parameter functions according

o the non-stationarity conditions:

𝑧𝑝 = 𝜇(𝑡) −
𝜎(𝑡)
𝜉

[

1 − (− log (1 − 𝑝))−𝜉
]

, 𝜉 ≠ 0 (23)

𝑧𝑝 = 𝜇(𝑡) − 𝜎(𝑡) log (− log (1 − 𝑝)) , 𝜉 = 0 (24)

Where 𝐺(𝑧𝑝) = 1 − 𝑝, 𝑦𝑝 = − log (1 − 𝑝), and 0 < 𝑝 < 1.

Correlation analysis

The study conducted a correlation analysis to explore the relationships between the five potential covariates used and various
extreme rainfall durations (1-, 3-, 5-day AMR) across all stations in the Southern Highlands region of Tanzania. This analysis aimed
to assess the strength and direction of association between each covariate and extreme rainfall events, providing valuable insights
into the factors influencing rainfall variability in the region. Correlation coefficients were computed to quantify the degree of linear
relationship between the covariates and rainfall durations, with significance levels determined to identify statistically meaningful
associations. The formula below is used to calculate the correlation coefficient;

𝑟𝑥𝑦 =
∑𝑛
𝐼=1(𝑥 − �̄�)(𝑦 − �̄�)

√

∑𝑛
𝑖=1(𝑥 − �̄�)2.

∑𝑛
𝑖=1(𝑦 − �̄�)2

The Pearson correlation coefficient (𝑟𝑥𝑦) quantifies the strength and direction of the linear relationship between two variables 𝑥
and 𝑦. It is computed as the covariance between 𝑥 and 𝑦 divided by the product of their standard deviations [85]. This normalized
measure ranges from −1 to 1, where values close to 1 indicate a strong positive linear relationship, values close to −1 indicate a
strong negative linear relationship, and values close to 0 indicate no linear relationship.

In our study, we investigate the correlation between climate covariates and extreme rainfall events to understand their
association. Previous research in the region has employed this analysis method [86]. To assess the statistical significance of the
correlation coefficient, we use the student t-test. The t-statistic is calculated using the formula:

𝑡 = 𝑟𝑥𝑦

√

𝑛 − 2
1 − 𝑟2𝑥𝑦

, (25)

here 𝑟𝑥𝑦 is the correlation coefficient and 𝑛 − 2 represents the degrees of freedom. This test evaluates whether the observed
orrelation is significantly different from zero, indicating whether there is a meaningful relationship between the variables.

esults and discussion

nalysis of non-stationarity and identification of optimal covariates for chosen models

Based on the daily observations, calculations are performed for various rainfall duration (i.e., 1-,3-, and 5-days). Subsequently,
he AMR series is derived from each rainfall duration as illustrated in Fig. 4. The Fig. 4 reveals an upward trend in 1- day duration
or all stations with a 5% significance level. The optimal models for the four designated stations are outlined in Table 4. The outcome
f the non-stationarity analysis using 1-day duration AMR data for Iringa is presented in Table 5, while the results for the other
egions with their respective parameters are supplied in Supplementary materials. The NS38 model emerges as the most suitable
or 1-day duration AMR for all stations. In NS38, a linear trend is incorporated into the location and scale parameters, considering
ocal temperature variations and urbanization as potential covariates. The stationary model S0 is ranked 5th, 3rd, 9th, and 8th in
ringa, Mbeya, Rukwa, and Ruvuma, respectively. However, it proves to be an acceptable or considerable model across all stations
ased on the 𝛥𝑖 value, as depicted in Table 4. Fig. 5 illustrates the PP and QQ plots of S0 and NS38 for the 1-day duration AMR
ata at Iringa. In this study, both the empirical and model quantiles represented in the quantile plot are measured in millimeters
mm). From Fig. 6, it is evident that the non-stationary GEV NS38 has effectively captured the quantiles of heavy rainfall intensities
etter than S0 for all regions.

Besides NS38, the NS34 non-stationary model outperforms S0 in Mbeya. For Iringa, three non-stationary models (NS2, NS34,
nd NS64) exhibit superiority over S0. Similarly, in Rukwa, seven non-stationary models (NS6, NS10, NS18, NS2, NS16, NS64, and
S34) demonstrate better performance than S0. In Ruvuma, six non-stationary models (NS18, NS10, NS6, NS12, NS64, and NS16)
re superior to S0. It is noteworthy that most of these significantly superior models to S0 are also based on local temperature changes
nd urbanization covariates. Additionally, it is noteworthy that the time-based non-stationary model NS64 outperforms S0 in Iringa,
ukwa, and Ruvuma, while in Mbeya, S0 is found to be superior to NS64. Moreover, the time-based non-stationary model NS32 is
eemed insignificant in all regions.

Similarly, the analysis extends to non-stationarity in the AMR series of various duration, with a summary provided in Table 4.
mong the 65 GEV models considered, NS57 is identified as the optimal model for the 3-day duration AMR series in Iringa, and

ukwa, while NS46 emerges as the most suitable model for Mbeya, and Ruvuma. NS57 incorporates a linear trend in the location
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Fig. 4. Temporal trend in 1-day duration AMR series.

Table 4
A brief overview of non-stationarity assessment for all stations.

Station Best model 1 day AMR 3 day AMR 5 day AMR

Iringa Optimal model (covariate) NS38 (U & LTC) NS57 (G, E, & I) NS57 (G, E, & I)

Stationary model A (S0, 5th) NA (S0, 24th) NA (S0, 43rd)

Optimal time-based model A (NS64, 4th) NA (NS32, 31st) NA (NS32, 46th)

𝛥𝑟 1.91 4.10 7.82

Mbeya Optimal model (covariate) NS38 (U & LTC) NS46 (G, & I) NS46 (G, & I)

Stationary model A (S0, 3rd) NA (S0, 65th) NA (S0, 10th)

Optimal time-based model A (NS64, 4th) NA (NS32, 47th) NA (NS32, 7th)

𝛥𝑟 1.58 26.64 2.65

Rukwa Optimal model (covariate) NS38 (U & LTC) NS57 (G, E, & I) NS57 (G, E, & I)

Stationary model A (S0, 9th) NA (S0, 45th) NA (SO, 26th)

Optimal time-based model A (NS64, 7th) NA (NS64, 32nd) NA (NS32, 23rd)

𝛥𝑟 1.98 11.53 5.82

Ruvuma Optimal model (covariate) NS38 (U & LTC) NS46 (G, & I) NS46 (G & I)

Stationary model A (S0, 8th) NA (S0, 17th) NA (S0, 34th)

Optimal time-based model A (NS64, 6th) NA (NS32, 15th) NA (NS32, 31st)

𝛥𝑟 1.83 3.48 7.92

Note: 𝛥𝑟 is AICc difference between the Optimal model & S0.
A-Acceptable; NA-Not acceptable.

and scale parameters, including potential covariates such as global warming, ENSO cylcle, and the IOD. On the other hand, NS46
integrates a linear trend in the location and scale parameters, with covariates comprising global warming and the IOD. Besides NS57,
there are eight considerable non-stationary models (NS55, NS60, NS52, NS45, NS42, NS39, NS26, NS37) superior to S0 in Iringa,
and four considerable non-stationary models (NS30, NS50, NS46, NS41) that outperform S0 in Rukwa. In Mbeya, apart from NS46,
six considerable non-stationary models (NS61, NS60, NS53, NS44, NS42, NS55) outperform S0, and ten considerable non-stationary
models (NS17, NS31, NS38, NS10, NS47, NS63, NS14, NS49, NS34, NS62) are superior to S0 in Ruvuma. Additionally, for the 3-day
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Fig. 5. Model diagnostics for (a) Stationary, SO and (b) non-stationary, NS38 from 1- day AMR at Iringa station.

duration AMR, stationary models and two time-based covariate non-stationary models were found to be inconsiderable across all
stations.

Similar to the 3-day duration rainfall series, NS57 emerges as the optimal model for the 5-day duration AMR series in Iringa and
Rukwa, while NS46 is identified as the most suitable model for Mbeya and Ruvuma. Apart from NS46, there are five considerable
non-stationary models (NS48, NS44, NS57, NS55, NS42) that outperform S0 in Mbeya, and five considerable non-stationary models
(NS57, NS53, NS60, NS52, NS58) that outperform S0 in Ruvuma. Additionally, for NS57, eight considerable non-stationary models
(NS56, NS45, NS60, NS24, NS51, NS35, NS62, NS28) are superior to S0 in Iringa, while eleven considerable non-stationary models
(NS58, NS56, NS38, NS52, NS22, NS46, NS61, NS50, NS59, NS53, NS63) that surpass S0 in Rukwa. It is noteworthy that the optimal
models and all considerable models for both the 3- and 5-day AMR series primarily incorporate global processes such as the global
warming, ENSO cycle, and the IOD as potential covariates. Moreover, akin to the 3-day duration AMR, stationary models and two
time-based covariate non-stationary models were deemed insignificant for the 5-day duration AMR across all stations. In addition,
the QQ and PP plots of 3- and 5-day durations show a pattern similar to that of the 1-day duration rainfall series. It is evident from
these plots that the optimal non-stationary model effectively represents the quantiles of extreme rainfall intensities, outperforming
the stationary model S0 across all stations.

Based on the findings presented in Table 4, it can be observed that LTC and urbanization are identified as the most effective
covariates for 1-day duration rainfall series, while GTA, ENSO, and IOD are deemed the most suitable covariates for 3-, 5-day
duration rainfall across all regions. For a comprehensive overview of the ranking of 65 developed models, as well as overview of
the QQ and PP plots for the best fit models across different duration and regions, readers are encouraged to refer to Tables (1 to
13) and Figures (1 to 18) provided in the Supplementary materials.
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Fig. 6. Probability density function (PDF) plots of non-stationary (NS38) versus stationary (S0) for 1D AMR.

Table 5
Performance assessment of GEV models for 1-day AMR, ranked by 𝛥𝑖 values for Iringa.

Model AICc 𝛥𝑖 Model AICc 𝛥𝑖 Model AICc 𝛥𝑖 Model AICc 𝛥𝑖
NS38 342.36 0.00 NS11 346.63 4.27 NS42 350.98 8.62 NS57 355.79 13.43
NS2 343.44 1.08 NS36 346.86 4.50 NS26 351.21 8.85 NS51 356.93 14.57
NS34 343.83 1.47 NS16 348.08 5.72 NS19 351.33 8.97 NS40 357.59 15.23
NS64 344.10 1.74 NS13 348.34 5.98 NS31 351.63 9.27 NS52 358.25 15.89
S0 344.27 1.91 NS28 348.46 6.10 NS20 352.23 9.87 NS50 358.90 16.54
NS43 344.85 2.49 NS30 348.56 6.20 NS29 352.57 10.21 NS53 360.03 17.67
NS10 344.90 2.54 NS9 348.64 6.28 NS44 353.02 10.66 NS58 361.21 18.85
NS24 345.17 2.81 NS14 348.78 6.42 NS47 353.1 10.74 NS60 362.17 19.81
NS4 345.24 2.88 NS8 348.87 6.51 NS56 353.25 10.89 NS59 362.78 20.42
NS5 346.05 3.69 NS12 348.94 6.58 NS45 353.42 11.06 NS41 363.11 20.75
NS23 346.19 3.83 NS25 348.99 6.63 NS54 353.83 11.47 NS62 364.45 22.09
NS18 346.21 3.85 NS27 349.06 6.70 NS46 354.14 11.78 NS15 366.23 23.87
NS1 346.21 3.85 NS33 349.13 6.77 NS49 354.31 11.95 NS61 366.45 24.09
NS39 346.26 3.90 NS21 349.17 6.81 NS32 354.39 12.03 NS63 368.67 26.31
NS3 346.39 4.03 NS7 349.33 6.97 NS48 354.8 12.44
NS17 346.49 4.13 NS22 349.51 7.15 NS37 354.93 12.57
NS6 346.58 4.22 NS35 350.19 7.83 NS55 354.99 12.63

Furthermore, upon examining the non-stationary models that outperform the stationary GEV in each duration of rainfall series,
it becomes evident that local factors serve as the most effective covariates for 1-day duration rainfall, while global ones prove to
be more suitable for 3-, and 5-day duration rainfall across all regions. Moreover, in this study, the selection of physical factors
influencing intense rainfall in the Southern Highlands region is based solely on available literature. It is important to note that
these selected factors might have varying influence in various geographic areas. Therefore, it is recommended to carefully select
covariates tailored to the specific area of study [19].

The fitting comparison of the best cumulative distribution function (CDF) to 1-day AMR series between NS38 and S0 in four
stations is depicted in Figs. 7. From Fig. 7, it is evident that the patterns of extremely heavy rainfall can be effectively captured
by non-stationary GEV models rather than stationary. Thus, the IDF curves obtained from the stationary GEV (S0) are expected to
substantially underestimate the incidence of severe rainfall occurrences.
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Fig. 7. CDF plots of non-stationary (NS38) versus stationary (S0) for 1D AMR.

Furthermore, the non-stationary model incorporating the time is deemed acceptable only for 1-day duration AMR series, but
they never emerged as the optimal model for any rainfall duration across all stations. The LRT outcomes and parameter values of
both stationary and optimal non-stationary GEV are presented in Table 12 in Supplementary materials. The LRT results distinctly
indicate that the optimal non-stationary GEV outperform the stationary significantly for AMR series of all duration.

A detailed correlation study between climatic covariates and extreme rainfall

The correlation analysis reveals slight positive relationships between global climatic indices (ENSO, IOD, and GTA) and 3-, 5-day
duration extreme rainfall in all stations. Conversely, local climatic factors such as Urbanization and local temperature changes exhibit
slight positive relationships with 1-day duration extreme rainfall. Urbanization’s impact on extreme rainfall is multifaceted, with
changing land use patterns being the primary focus in this study. However, it is essential to acknowledge that urban aerosols and
anthropogenic heat may also influence extreme rainfall intensity and frequency. According to [87,88], further investigations utilizing
high-resolution atmospheric chemistry models are recommended to quantify these effects accurately. Additionally, incorporating
additional dynamic and drivers of extreme rainfall, such as multiple-canopy parameterization, can provide deeper insights into
urbanization’s impact on extreme rainfall patterns [89]. Understanding the influence of urban agglomeration expansion on extreme
rainfall in different directions is crucial for informed planning and development decisions.

Positive correlations between the IOD and extreme rainfall duration suggest a strong influence of anomalous warming over
the western Indian Ocean on extreme rainfall in the Southern Highlands region. Comparatively, correlations with ENSO are
weaker, indicating a less pronounced impact from remote influences originating in the central Pacific Ocean. Additionally, positive
correlations between global warming (GTA) and extreme rainfall of all duration underscore the significant and robust changes in
extreme rainfall intensities in response to global warming. The correlation results consistent with studies by [2,50,90,91], highlight
the potential of climate indices as predictors of extreme rainfall in the study zone. Significant positive correlations among various
climate indices suggest interdependencies that can inform predictive modeling efforts. Notably, rainfall patterns in the Southern
18 
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Fig. 8. Non-stationary IDF curves of Iringa station for (a) 5-, (b) 25-, (c) 50-, and (d) 100-years return period.

Highlands region exhibit sensitivity to the Indian SST, with warmer SST over the western Indian Ocean inducing heavy rainfall and
cooler temperature linked to reduced rainfall [91].

Given the dependency of extreme rainfall on climate indices , it is recommended to incorporate these factors into forecasting
models for the Southern Highlands region of Tanzania. By integrating climate indices into forecasting efforts, planners and
policymakers can make informed decisions to mitigate the negative impacts of extreme rainfall events.

Updated return levels and the IDF curves derived from the non-stationary approach

Revised IDF curves for various return periods (2-, 5-, 10-, 25-, 50-, and 100-years) were developed based on the obtained optimal
non-stationary models. The IDF curves for Iringa station corresponding to (5-, 25-, 50-, and 100-years) are depicted in Fig. 8.
Similar IDF relationship curves for other stations and return periods are in the supplementary materials. The study indicates that
IDF curves constructed from stationary GEV consistently downplay the intensities of severe events of all duration and return periods
in all regions. Employing these IDF curves for infrastructure design could lead to projects being ill-equipped to withstand highly
forthcoming extreme events. This means that, if the infrastructure designs rely on stationary rainfall IDF curves, they may become
vulnerable to more frequent extreme rainfall events surpassing their capacity. For example, in Iringa region according to Fig. 8,
a 25-year return period event with a 1-day duration has non-stationary extreme rainfall of 99.38 mm compared to 86 mm for
stationary extreme rainfall. In other words, the non-stationary extreme rainfall for a 25-year return period and for 1- day duration
is almost matching the stationary extreme rainfall intensity for a 100-year return period. This indicates a decrease in the return
period of forthcoming extreme rainfall events under non-stationarity approach.

Fig. 9 illustrates the return levels against return periods obtained from the best models for 3- day AMR at each station along with
their confidence intervals. This suggests that as the return period becomes longer (e.g., from 2 years to 100 years), the intensity of
extreme rainfall events also tends to increase. The middle black line represent the estimated return levels, while the blue and red
denote the upper and lower bound of the 95% confidence intervals around these estimates. Notably, the width of the confidence
intervals tends to widen as the return period increases, indicating increasing uncertainty in the estimation of extreme rainfall
intensity for longer return periods. This widening of confidence intervals reflects the greater variability and uncertainty associated
with estimating extreme events over longer time scales.

Also, the relative uncertainty on return levels against the return period for 3- day AMR at each station is illustrated in Fig. 10.
This analysis provides insights into how the uncertainty in extreme rainfall estimates varies with different return periods. More
information on return level and relative uncertainty for other extreme rainfall duration are found in Supplementary materials.
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Fig. 9. Return levels with 95% CI for 3- day AMR at (a) Iringa, (b) Mbeya, (c) Rukwa, (d) Ruvuma.

Fig. 10. Relative uncertainty on return levels against the return period for each station.
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Summary and conclusions

This study delved into five key drivers of extreme rainfall, encompassing urbanization, LTC, GTA, and the large scale climatic
ndices (i.e., ENSO cycle and IOD). Urbanization data were derived from detailed satellite pictures, while other covariates were
ourced from available data repositories. The analysis revealed notable findings: the local temperature variations and urbanization-
ased non-stationary model (NS38) emerged as optimal for 1-day duration AMR series across all regions, while the ENSO cycle,
lobal warming (GTA), and IOD-based non-stationary model (NS57) proved superior for both 3- and 5-day durations AMR in Iringa
nd Rukwa. Also the global warming, and IOD-based non-stationary model (NS46) was found the best for 3- and 5-day durations
MR series in Mbeya and Ruvuma. Interestingly, the time-based non-stationary GEV (NS32 & NS64) never ranked as the optimal
hoice, except for the 1-day duration AMR series, where it was deemed considerable. Additionally, LRT results underscored the
ignificance of the best non-stationary GEV models over stationary counterparts across all rainfall duration.

Moreover, the rainfall IDF relationship curves were established for each region based on the optimal non-stationary GEV models.
comparison between stationary and non-stationary IDF curves across various return periods highlights the fact that stationary
odels consistently underestimate severe events across all duration and return periods. Furthermore, it is observed that the return
eriod of severe rainfall events in all regions is diminishing. The exploration of various covariate combinations, guided by the AICc,
evealed the significance of factors such as urbanization, local temperature changes, global warming, and oceanic oscillations in
odeling non-stationary IDF curves.

As observed, the relative uncertainty on return levels increases with the increase in return period. This implies that as we
xtrapolate our estimates to longer return periods, the uncertainty in our predictions also escalates. The increasing relative
ncertainty underscores the challenges inherent in predicting extreme rainfall events over extended time horizons, necessitating
autious interpretation and decision-making in applications reliant on such forecasts.

Overall, the combined analysis of return levels with 95% confidence intervals and the relative uncertainty plot provides valuable
nsights into the dynamics of extreme rainfall behavior and the associated uncertainty across different return periods, aiding in robust
isk assessment and mitigation strategies in diverse domains, including hydrology, infrastructure planning, and disaster management.

In conclusion, the correlation analysis highlights significant relationships between both global and local climatic indices and
xtreme rainfall events in the Southern Highlands region. The positive correlations observed between global climatic indices (ENSO,
OD, and GTA) and 3-, 5-day duration extreme rainfall underscore the influence of large-scale climatic phenomena on regional
eather patterns. Conversely, the positive relationships between local climatic factors such as Urbanization and local temperature

hanges and 1-day duration extreme rainfall emphasize the importance of understanding local environmental dynamics. These
indings suggest that incorporating climate indices into forecasting models can enhance the accuracy of extreme rainfall predictions,
nabling planners and policymakers to make informed decisions to mitigate the negative impacts of extreme weather events.

In light of these findings, it is recommended to continue monitoring and studying the interactions between climatic indices
nd extreme rainfall events in the Southern Highlands region. Additionally, efforts should be made to integrate high-resolution
tmospheric chemistry models and consider additional dynamic processes to better understand the influence of urbanization on
xtreme rainfall patterns. Overall, the findings presented in this analysis contribute valuable insights into the complex relationship
etween climate covariates and extreme rainfall events, providing a basis for more effective forecasting and adaptation strategies
n the region. Moreover, while our study does not include sub-daily rainfall durations, we recognize the importance of this and
uggest that future research could delve into shorter durations, such as hourly rainfall events, to provide a more comprehensive
nderstanding of extreme rainfall patterns.

Finally, the conclusions drawn from this study are derived from data collected at four stations within the Southern Highlands
f Tanzania. It is cautioned against generalizing these findings to broader spatial scales without additional analysis using dataset
rom the area of focus. Moreover, the selection of physical covariates influencing extreme rainfall in the Southern Highlands region
elies solely on existing literature, which means that these same covariates may exhibit varying effects in different geographic areas.
hus, it is advisable to carefully consider physical factors specific to the area of focus.
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